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Incentives  
and Gamification

of these fields, and the dif-
ferent meaning of the term 
“game” in each of them, a 
central theme in both of 
these fields is incentivizing, 
or motivating, users to act 
in certain ways. The articles 
that comprise this issue of 
XRDS aim to introduce you, 
our reader, to a diverse but 
representative sample of 
scenarios from the worlds 
of algorithmic game theory 
and gamification, where a 
program or algorithm aims 
to incentivize or motivate 
some users to act in a cer-
tain manner. In a world 
where many computing sys-
tems interact with anony-
mous users from across 
the globe, such concerns 
become more central than 
ever before.

INCENTIVIZING  
TRUTHFULNESS
Algorithmic mechanism 
design is the subfield of 
algorithmic game theory 
that is concerned with de-
signing new algorithms 
whose properties incentiv-
ize the users to truthfully 
report their inputs to the 
algorithm, such as in the 
previous auction example. 
Possibly the “holy grail” of 
algorithmic mechanism 
design is finding “black-
box reductions,” that is, 
generic recipes for taking 
any algorithm for a certain 
optimization problem, 

T hink back to all of 
the computer pro-
grams you have ever 
written. Prompting 

the user for some input (or 
more generally, reading in-
put) is probably something 
each and every one of those 
programs did at some 
point. (Well, except for the 
very first one, which only 
printed “Hello, world!”) For 
example, one of the first 
computer programs you 
wrote probably asked the 
user for their birth date, 
and proudly printed which 
day of the week it was. But, 
one question that probably 
never crossed your mind 
while writing this program 
was: “What if the user lies 
and does not provide their 
real birth date?” Similarly, 
whoever programmed your 
favorite email client proba-
bly never asked themselves, 
“What if the user lies and 
intentionally inputs a 
wrong email address for 
one of the recipients?”In 
contrast, if you were asked 
to design an auction web-
site, you would probably 
consider the possibility of 
a user misreporting the 
maximum amount they 
are willing to pay for the 
rare first issue of XRDS. You 
would ask yourself how you 
could incentivize the user 
to be truthful when report-
ing this value. Similarly, if 
you were asked to design a 

traffic-navigation app such 
as Waze, you would prob-
ably ask yourself how you 
could motivate the user to 
report accidents (or even 
to keep the app open when 
they don’t need directions 
at all). In both of these ex-
amples, the program has to 
incentivize or motivate the 
user to provide the desired 
input, and cannot just as-
sume the input will be giv-
en, as is the case with the 
birth date program or the 
email client.

The auction and traf-
fic navigation scenarios 
come from two fields that 
have evolved quite sepa-
rately from one another. In 
algorithmic game theory 
it is customary to assume 
users give you the input 
that gives them their most- 
preferred outcome (e.g., 
win the auctioned item 
for the least amount of 
money).1 In gamification 
users require motivation to 
enter meaningful input, or 
even to interact with a pro-
gram to begin with.

When hearing the terms 

1 The field of game theory analyzes 
interactions where participants 
are strategic about their actions. 
The field of algorithmic game 
theory lies at the intersection of 
economics and game theory on 
the one hand, and computer sci-
ence on the other hand, and stud-
ies game-theoretical questions 
within the context of computing.

“game theory” and “gami-
fication” for the first time, 
they may sound almost 
synonymous. Interestingly, 
though, the word “game” 
has a very different mean-
ing in each of these terms. 
The “game” in game theory 
is any interaction where 
one can “cleverly” choose 
their action (usually to op-
timize their outcome). The 
“game” in gamification is 
a fun pastime activity, from 
which one can borrow ele-
ments and themes that help 
engage users. Despite the 
separate evolution of each 

In order  
for a traffic-
navigation 
app to know 
whether  
a given road 
is congested, 
it must 
incentivize 
at least one 
user to drive 
through  
that road. 
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not unique, this may not 
be the case. She explores 
alternative predictions for 
how bidders may bid, and 
backs these up with empiri-
cal data.

One of the truly remark-
able things about basic 
research is that tools de-
veloped for one purpose 
in one field sometimes 
find a completely different 
purpose in another quite  
distant field. The history of 
science is dotted with such 
stories. Rachel Cummings 
tells us about the surpris-
ing usage of differential  
privacy—a tool originating 
in the world of databases—
to design manipulation-
resistant mechanisms. 
May be you, our reader (yes, 
you!), could be the one who 
finds a novel use for some 
tool from your field within 
the context of incentives?

and making it immune to 
strategic manipulation of 
the input, with negligible 
loss in performance. Rad  
Niazadeh gives us a glimpse 
into the fascinating study 
of this class of problems, 
which, even though its fun-
damental techniques can 
be traced back to the 1960s, 
has seen enormous and 
fundamental advances in 
the last decade.

A major theme of re-
search in economics and 
algorithmic game theory is 
that of fair division, where 
the goal is to divide goods 
or resources between sev-
eral participants, who may 
each have different values 
for each of the goods, in 
a way that satisfies some 
fairness properties. As fas-
cinating as the theoreti-
cal study of such problems 

may be, it would completely 
miss its purpose if it were 
left in the lab. Nisarg Shah 
tells us about Spliddit.org, 
a website that gives any 
person with internet ac-
cess, regardless of their 
background or education, 
convenient access to many 
fair division algorithms. 
Spliddit has attracted more 
than 100,000 visitors in the 
two and a half years since 
its launch, and has found 
fair solutions to more than 
35,000 problems. Why not 
give it a try the next time 
you need to divide rent, 
goods, chores, credit, or 
fare?

More often than not, 
we do not get to design the 
markets or mechanisms 
that we study. Even in cases 
in which mechanisms that 
incentivize truthfulness ex-
ist, it may be the case that 

the actual mechanisms 
used, whether for histori-
cal reasons or otherwise, 
do not incentivize truthful-
ness. One such prominent 
case is perhaps the most 
profitable application of 
algorithmic mechanism 
design: ad auctions. These 
are the auctions performed 
by Google and Bing among 
advertisers to decide which 
ads are shown to you on 
the search-results page. 
Given an auction that does 
not incentivize truthful-
ness, classic economic 
theory advocates the bids 
given by the different bid-
ders would be in a state of 
Nash equilibrium, i.e., in a 
steady state wherein each 
player best responds to the 
bids of the others. In her 
article, Gali Noti explains 
that when a Nash equilib-
rium is hard to compute or 

Academics and 
companies 
both began to 
investigate how 
to transport the 
motivational 
elements 
of games to 
non-game 
applications, 
leading to the 
gamification 
phenomenon.

The year “gamification” was coined by  
Nick Pelling, a British computer programmer.2002 
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competitions, and chal-
lenges, and provide many 
examples of well-known 
applications that use gami-
fication to help users im-
prove their health.

Finally, the use of in-
centives and gamification 
raises important ethical 
questions. If applications 
are leading users to act in 
a certain manner, is this 
a form of manipulation? 
What are the responsibili-
ties of the designers in this 
context? In the closing ar-
ticle, Andrzej Marczewski 
answers these questions 
from a practical point of 
view, and suggests a basic 
framework for discussing 
the ethics of gamification.
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INCENTIVIZING  
ACTIONS AND EFFORT
Sometimes, to gather in-
formation, an application 
must incentivize the user 
not only to provide infor-
mation that they have, but 
also to act in a certain way 
to obtain this information. 
For example, in order for 
a traffic-navigation app 
to know whether a given 
road is congested, it must 
incentivize at least one 
user to drive through that 
road. Imagine such an 
app tells you that road A 
to your university is traf-
fic free today, but it knows 
nothing about the conges-
tion of road B—it could 
be even better, but this is 
quite a rare event. Would 
you hazard taking road B? 
If neither you nor others 
would do so, how can the 
app find out whether road 
B in fact has less traffic? Is 
there any recommendation 
policy this app could fol-
low that would both recom-
mend you take road B and 
incentivize you to trust this 
recommendation, even if 
you are fully aware of this 
policy? In his article, Alex 
Slivkins explains how such 
a surprising policy can be 
constructed.

T h e  e m e r g e n c e  o f 
crowd sourcing platforms, 
such as Amazon Mechani-
cal Turk, enables us to 
harness human compu-
tation to solve tasks that 
are difficult to solve with 
computers alone. For many 
such tasks, we can ensure 
the quality of the results 

by giving the same task 
to a number of workers 
and agg regating the re-
sponses. Unfortunately, in 
many cases, such as that 
of open-ended questions, 
it’s not clear t here are 
reasonable ways to aggre-
gate responses. Jennifer  
Wor t m a n Vaug h a n e x-
plores the performance of 
various suggested schemes 
to incentivize workers to 
pro duce h igher- qua l it y 
results, mitigating the ef-
fects of the inabilit y to  
agg regate responses by 
such workers.

MOTIVATING  
PARTICIPATION
In the last decade, we have 
seen a sharp rise in the 
availability of digital busi-
nesses, mobile- and loca-
tion-based applications, 
personal trackers, and on-
line communities, among 
other kinds of virtual prod-
ucts. At the same time, the 
companies and developers 
behind these systems be-
gan to realize success de-
pends not only on the qual-
ity of the system, but also 
on the users’ motivations to 
interact with it. In contrast, 
games were known to be 
fun and engaging by nature; 
after all, players usually en-
gage with them completely 
at their own will. Therefore, 
academics and companies 
both began to investigate 
how to transport the moti-
vational elements of games  
to non-game applications, 
leading to the gamification 
phenomenon. Lennart Nacke,  

head of the HCI Games 
Group at the University 
of Waterloo, and Chair of 
the Steering Committee 
for ACM’s CHI PLAY con-
ference series, discusses 
how this happened, as well 
as the topics that are still 
open for investigation in 
this subfield of human- 
computer interaction.

There are many applica-
tion areas where gamifica-
tion is used to motivate and 
help users achieve their own 
life goals. One of these areas 
is health and fitness. Within 
this domain, gamification 
is used to motivate indi-
viduals to initiate, adhere,  
and maintain healthy be-
haviors. Dennis Kappen and 
Rita Orji review some of the 
most common game ele-
ments used to achieve these 
goals, such as rewards, 

The program 
has to 
incentivize  
or motivate  
the user  
to provide  
the desired 
input, and 
cannot just 
assume  
the input  
will be given.

$79.4B
Google’s 2016 ad revenue thanks to its 
AdWords service, which decides what ads to 
display to each user by running an auction 
among the various advertisers.




